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1.0 General

1.1 Provide four-port DMX nodes to permit DMX512 and RDM data to be encoded, routed and decoded over a conventional 10/100Base-T Cat5 (twisted pair copper) Ethernet network.  

1.2 Each node shall incorporate four (4) gold-plated 5-pin rear-mounted XLR-type female connectors, or four (4) Phoenix-type rear-mounted screw terminal connectors, or four (4) EtherCon™ rear-mounted RJ-45 female connectors, for DMX/RDM ports.
1.3 Each node shall also incorporate one external 10/100 Ethernet port utilizing a rear-mounted EtherCon™ RJ-45 type female jack.
1.4 Nodes shall incorporate a manual user interface consisting of an encoder knob with integral pushbutton and a backlit graphical LCD display for identification (soft-labeling) and status reporting. Labeling shall be user configurable.

1.5 Nodes shall be capable of encoding or decoding DMX data to or from any industry standard Ethernet lighting control protocol and certain commonly used proprietary Ethernet protocols.

2.0 DMX Ports

2.1 DMX ports shall comply with the requirements of the ANSI E1.11 DMX512-A standard, and the USITT DMX512 (1990) standard.

2.2 DMX ports shall be fully electrically isolated from the Ethernet network infrastructure and chassis ground.
2.3 DMX ports shall be capable of being user-configured as inputs, outputs or not used (available).
2.4 Each DMX port shall include three front panel LEDs to indicate port direction, data activity and isolated power status.

2.5 The DMX output update (refresh) rate shall be user-selectable between rates of 31Hz, 36Hz, 40Hz, and 44Hz (maximum possible rate).  The update rate shall be user selectable on a port-by-port basis.

2.6 DMX ports configured as outputs shall support ANSI E1.20 RDM (Remote Device Management).
2.7 DMX ports shall provide connections for signal common, the primary data pair, and connection points only for the secondary (optional) data pair.

3.0 Ethernet Port
3.1 The Ethernet port shall comply with the requirements of the IEEE 802.3 10/100Base-T standard.

3.2 The Ethernet port shall include LED indicators for Link status and 10/100 speed status.  

4.0 Processor

4.1 Each node shall have sufficient processing power to merge up to four (4) incoming DMX universes with respect to each output port.
4.2 The CPU shall be capable of processing up to sixteen (16) megabits per second of network traffic without any dropped packets.

4.3 Maximum delay time from input to output shall not be greater than one DMX packet time (approximately 30 mSec.).

4.4 Node firmware shall be stored in non-volatile (Flash) memory. It shall be possible to upload new firmware files via the Ethernet port.

5.0 Mechanical

5.1 The node housing shall be constructed of die-cast aluminum and steel.  
5.2 Nodes shall be of pleasing appearance, suitable for high-visibility locations.

5.3 Nodes shall be designed to mount in a single unit of 19” rack space and shall include all necessary mounting hardware for this purpose.

5.4 It shall be possible to mount two nodes side-by-side in a single unit of 19” rack space and all necessary mounting hardware for this purpose shall be included.

5.5 Nodes shall be provided in satin black textured powder-coat finish.

6.0 Electrical
6.1 There shall be 2500-volt electrical isolation between power supply and low voltage circuits.
6.2 There shall be 1500-volt electrical isolation between adjacent DMX I/O sections.
6.3 Each DMX I/O port shall be capable of withstanding the continuous application of up to 48V, and transient application of up to 250V, without damage to internal components.  Protection shall be of a self-resetting type, rated for 250V.  Replaceable fuses are not acceptable.
7.0 Power Supply

7.1 Power for the nodes shall be provided over the Ethernet cable, complying with IEEE 802.3af Power-over-Ethernet (PoE).  Products requiring the installation of additional wiring for power shall not be acceptable.

7.2 The node electronics shall be electrically isolated from the power supplied over the Ethernet cable.

7.3 Power may be provided from IEEE 802.3af compliant network switches, or by using conventional switches together with mid-span insertion power supplies.

7.4 Auxiliary DC power connection (18-60VDC, 6 watts) shall be provided as an alternative to POE.

8.0 Configuration

8.1 Node identification (naming), DMX port direction, universe patching and all other configuration shall be accomplished using a personal computer connected to the Ethernet port.  The node manufacturer shall provide the configuration software for this function (see Section 11).
8.2 All nodes on the same network shall be remotely configurable from a personal computer connected to the Ethernet network.
8.3 Once configuration is done, the nodes shall not require a computer to be present on the network for proper operation.

8.4 All configuration and operational data shall be stored in non-volatile memory in each node.

8.5 It shall be possible for a personal computer connected to the Ethernet network, to download from a system of all connected nodes, all their configuration and operational data, such that a complete new system configuration file can be created and saved in the computer.

8.6 It shall be possible to make configuration changes at any time during live performance without interrupting or otherwise adversely affecting the flow of DMX data through the system, with the exception of the specific port(s) directly affected by the changes.

9.0 DMX Routing 

9.1 It shall be possible for the user to route complete DMX universes from any input port to any DMX output port at any node.  It shall be possible to route universes to any number of nodes.  Routing shall be configured from a personal computer running the configuration software.
9.2 It shall further be possible to route individual DMX channels (or ranges of channels) from any input port to any output port.  Routing shall be configured from the configuration software.
9.3 It shall be possible to merge whole universes or individual DMX channels to any output port.
9.4 It shall be possible to prioritize input universes or individual channels routed to any output port.
9.5 Where two or more control sources are prioritized with respect to a given DMX channel or universe, the system shall be capable of cross-fading between sources as they are 
9.6 The computer shall only be required for configuration and signal routing assignment, and shall not be required for the normal operation of the system.

9.7 All relevant routing information shall be stored in non-volatile memory at each node. The system shall recover from a power outage without requiring a computer to be online.

10.0 Network

10.1 Communications physical layer shall comply with the IEEE 802.3 10/100Base-T Ethernet specification. Products offering only 10Base-T connectivity shall not be acceptable.
10.2 All network cabling shall be Cat5e or Cat6 conforming to TIA-568A/B, and shall be installed and certified by a qualified network installer.

10.3 Data transport  shall utilize the TCP/IP suite of protocols to transfer the DMX and RDM data.  

10.4 Nodes shall support industry standard ANSI E1.31 Streaming ACN.
10.5 Nodes shall also support ETCNet3, Pathport Protocol, Art-Net, and Strand ShowNet.
10.6 Nodes shall be capable of accepting DMX level data from any or all of the above named protocols simultaneously.

11.0 Management Software

11.1 Provide and install node management software to allow the user to discover, configure and monitor all nodes in the system.
11.2 The software shall be capable of managing individual nodes or all installed nodes in the system simultaneously.

11.3 Software that can manage only one node at a time shall not be acceptable.

11.4 The software shall provide an intuitive graphical user interface for all configuration and monitoring functions.

11.5 The software shall include an RDM master controller function.

11.6 The software shall provide a comprehensive log of all user-initiated and system-generated status and error messages to aid in troubleshooting.

11.7 The software shall include password protection to prevent unauthorized access.

11.8 The software shall be compatible with Windows, Macintosh and Linux operating systems.
12.0 System Requirements

12.1 Provide the quantity and type of nodes required, as indicated on the drawings and schedules.
12.2 Provide Ethernet switches as shown on the drawings and schedules.

12.3 Provide system management software as described in Section 10.

13.0 Compliance
13.1  The DMX/RDM Gateway nodes shall be compliant with the RoHS directive.
13.2  The DMX/RDM Gateway nodes shall conform to all FCC and CE requirements.

14.0 Warranty
14.1  The manufacturer shall warrant the DMX/RDM Gateway nodes to be free of defects in materials and workmanship for a period of not less than two (2) years from the date of final acceptance by the customer.
14.2  The manufacturer shall provide any and all software and firmware updates to the customer free of charge for a period of not less than five (5) years from the date of final acceptance.
15.0 Acceptable Product
15.1  The nodes shall be Pathway Pathport®  QUATTRO 4-Port DMX/RDM Gateway Model #631X.
15.2  The management software shall be Pathway Pathport Manager Version 5 or later.
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